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* Except for sentences with syntactic
ambiguity, sarcasm, and nhon-human
subjects, BERT showed the best
performance.
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fine-tuning a ToM labeled corpus * Balanced vs Imbalanced set * Multinomial Naive Bayes (MNB) * Syntactic Amblséeunlty
 We also created a ToM-Diary dataset, an . l:aelr;{ Zii';ddawonr{;\i;(s‘lz‘i205) + Feedforward Neural Network (FFNN) + Fictional characters, and .
emotion diary corpus labeled with 4 ToM for MNB. FENN. BIi-LSTM ) E!d!rea!ma' LSTM (BI-LSTM) animals, “the virus” Conclusions
’ ’ * Bidirectional Encoder Representations « Intention (e.g., Sarcasm)
levels. * All POS Tags vs Core POS tags only from Transformers (BERT) ’
. * People use different levels of ToM
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in the process of empathizing
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TomiEnary MNB  FFNN Bi- BERT 0.9 others.
Self~foc|u;ed LSTM .
Leve . .
| went to the daycare center after work. | was very tired.” Precision 0.64 0.56 0.73 0.78 0.7
My son wanted to spend more time outside with theother\\ Other-focused Recall 0.64 0.56 0.73 0.78 0.5 ° AIS ShOUId Iearn TOM Skl"S to
kids but | had to say no because Of COfOﬂOVifl{S... I still | e Level 1 Fl Score 0.64 0.56 0.73 0.78 ) Ccu ratel understand and redlc
spot some people who do not wear masks which makes X T I L I O O 63 O 72 O 85 _0 89 0.3 h
me mad... This must be hard for him to not able to hang eve : . . v.6J ' uman emotlon and |ntent|0n
out with them .. I “Level 3 9 Level 1 0.52 0.47 0.59 0.76 FFNN Bi-LSTM BERT -
< Level 2 0.83 0.64 0.75 0.75
Level 3 0.55 0.42 0.73 0.72 Resources
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Entry Annotate * BERT classifier more successfully predicted the ToM level than the Model Evaluation: Hard
y Other three models_ LevelO Levell | LEV@[Z | I_eVE|.3
) . ) . . ) Lee, YK, Lee, I., Park, J. E., Jung, Y., Kim, J., & Hahn, S. (2021). A Computational
' * Bi-LSTM classifier sometimes classified level 3 when trained with 0.9 Approach to Measure Empathy and Theory-of-Mind from Written Texts. arXiv
Thirty psychology students annotated the data and all POS better than BERT. This suggests the overall context of the ' preprint arXiv:2108.11810.
five psychologists reviewed the labeled data (N, sentence should be maintained to judge whether the writer tried 0.7 Lee, YK, Jung, Y., Lee, L., Park, J. E., & Hahn, S. (2021). Building a Psychological
=74,014). Annotators and reviewers showed to infer others’ mental state or not. Ground Truth Datas.et with Empathy and Th'eory-of-Mind D.u.ring the COVID-19
substantial agreement (Cohen’s kappa = .7). The * Adding train data (up to 8,000 sentences) did not enhance the 0.5 zz:i‘i‘;;‘f;roceed’”gs of the Annual Meeting of the Cognitive Science
. performance. The delicate nuances of the sentences are crucial for
average number of labels per diary was 2.94 o ,
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except for core POS, such as postpositions and interjections. FFNN Bi-LSTM BERT
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